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Abstract

Code smells can compromise software quality in the long term by inducing technical debt. For this reason, many approaches aimed at identifying these design flaws have been proposed in the last decade. Most of them are based on heuristics in which a set of metrics is used to detect smelly code components. However, these techniques suffer from subjective interpretations, a low agreement between detectors, and threshold dependability. To overcome these limitations, previous work applied Machine-Learning that can learn from previous datasets without needing any threshold definition. However, more recent work has shown that Machine-Learning is not always suitable for code smell detection due to the highly imbalanced nature of the problem. In this study, we investigate five approaches to mitigate data imbalance issues to understand their impact on Machine Learning-based approaches for code smell detection in Object-Oriented systems and those implementing the Model-View-Controller pattern. Our findings show that avoiding balancing does not dramatically impact accuracy. Existing data balancing techniques are inadequate for code smell detection leading to poor accuracy for Machine-Learning-based approaches. Therefore, new metrics to exploit different software characteristics and new techniques to effectively combine them are needed.
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1. Introduction

During software development, strict deadlines and new requirements could lead to the introduction of technical debt \cite{1}, namely a set of design issues that may negatively affect the system’s maintainability in the future. Code smells \cite{2} are one of the first indications of code technical debt, i.e., sub-optimal design solutions that developers apply to a software system.

Code smells have been investigated from several perspectives \cite{3-4}: their introduction \cite{5-6} and evolution \cite{7-9}, their impact on reliability \cite{10-11} and maintainability \cite{12-13}, as well as the way developers perceive them \cite{14-16} have been deeply analysed in literature and have revealed that code smells represent serious threats to source code maintenance and evolution.

For all these reasons, several techniques to automatically identify code smells in source code have been investigated \cite{17-19}. These techniques rely on heuristics and discriminate code artefacts affected (or not) by a specific type of smell through the application of detection rules that compare the values of relevant metrics extracted from source code against empirically identified thresholds. The accuracy of such approaches has been empirically assessed and was found to be reasonably high. Nevertheless, they share limitations that hinder their adoption in practice \cite{17-20}. First, they might return code smell candidates that are not considered as actual problems by developers \cite{21-22}. Furthermore, the agreement between detectors is very low \cite{23}, which means that different detectors are required to detect the smelliness of various code components. Finally, the accuracy of most of the current detectors is strongly influenced by the thresholds needed to identify instances of the smells. \cite{17}.

To overcome these limitations, researchers recently adopted Machine-Learning (ML) to avoid thresholds and decrease the false positive rate \cite{24}. In this approach, a classifier is trained on previous releases of the source code by exploiting a set of independent variables (e.g., structural, historical, or textual metrics). The resulting model is employed to determine the presence of smells or the degree of smelliness of a code element. Although the use of Machine-Learning looks promising, previous work has observed contradicting results \cite{24-26}. Heuristics-based approaches perform slightly better than machine learning approaches, thus indicating that Machine-Learning is still unsuitable for code smell detection \cite{26}. As code smell detection is a problem in which training datasets usually have skewed class proportions (i.e., highly data imbalanced) \cite{25-26}, data balancing is a key factor to improve the reliability of such models. Data balancing can be introduced in several ways by transforming the training set or by using cost-sensitive classifiers.

In this paper, we extend our previous work \cite{24} whose
results suggested several advantages and disadvantages in applying data balancing techniques that eventually do not dramatically improve the accuracy of the models. We make a step further by proposing a more extensive empirical study in which we compare the performance of five data-balancing techniques for code smell detection with respect to a no-balancing baseline. To increase the generalisability of the results, we analyse two subsets of code smells extracted from two catalogues: (i) the catalogue proposed by Fowler et al. [2] for Object-Oriented code, and (ii) the catalogue proposed by Aniche et al. [28] for systems implementing the Model-View-Controller pattern. Our goal is understanding to what extent data balancing techniques can improve the accuracy of Machine-Learning for code smell detection and which algorithms practitioners should use. This paper extends our previous conference publication [27] by adding the following contributions:

1. We expand the study on code smells for Object-Oriented systems by considering six additional code smells (i.e., Feature Envy, Inappropriate Intimacy, Middle Man, Refused Bequest, Speculative Generality, Long Parameter List). Thus, overall, we use Machine-Learning-based techniques to detect 11 code smell types on 125 releases of 13 software systems.

2. We report a new empirical study that includes four code smells to detect maintainability issues in Model-View-Controller systems [28]. Specifically, we analyse 120 projects relying on the Spring framework to answer two additional research questions.

3. We further analyse the role of balancing techniques and the impact of metrics selection.

4. We inspect the overhead in terms of efficiency caused by data balancing.

5. We provide a comprehensive replication package containing the raw data and scripts used to carry out the empirical study [29].

The results suggest that balancing does not sensibly improve performance. Techniques which perform training only on the minority class (i.e., Cost-Sensitive Classifier and One-Class Classifier), and resampling techniques (i.e., Oversampling and Undersampling) are both not effective. Creating synthetic instances (i.e., SMOTE) is effective but not applicable in some cases due to the low number of smelly instances. Therefore, existing data balancing techniques are inadequate for code smell detection. This consideration hinders the feasibility of the current Machine-Learning-based approaches and shows that further work is needed to achieve automated code smell detection. In particular, new metrics [30, 31] and techniques able to effectively combine them with structural metrics are needed.

Structure of the paper. In Section 2, we discuss the literature related to Machine-Learning-based code smell detection, and data balancing techniques. In Section 3, we replicate the empirical study presented in [27] on an extended set of code smells proposed by Fowler [2] for Object-Oriented systems.

In Section 4, we present the new empirical study on code smells specific for systems implementing the Model-View-Control pattern [28]. Section 5 discusses the results of the two, while in Section 6 we sketch possible threats to validity. Finally, Section 7 concludes the paper.

2. Related Work

In this section, we describe the related work concerning Machine-Learning for code smell detection and the impact of data balancing techniques.


Machine-Learning (ML) has been used in several recent works on code smell detection [1]. Kreimer [31] proposed a prediction model based on Decision Trees and code metrics to detect two code smells (i.e., Blob and Long Method). This model can lead to high values of accuracy. Later on, Amorim et al. [35] confirmed the previous findings on four medium-scale open-source projects. Vaucher et al. [36] studied Blob’s evolution relying on a Naive Bayes classifier, whereas Maiga et al. [37] proposed the use of Support Vector Machine (SVM). The use of Bayesian Belief Networks to detect Blob, Functional Decomposition, and Spaghetti Code instances on open-source programs, proposed by Khomt et al. [38] lead to an overall F-Measure close to 60%. Similarly, Hassaine et al. [39] defined an immune-inspired approach for the detection of Blob smells, while Oliveto et al. [40] used B-Splines to detect them. Arcelli Fontana et al. made the most relevant progress in this field [24, 14, 12]. In their work, they (i) theorised that ML might lead to a more objective evaluation of the smells’ hazardousness [41], (ii) provided a ML method to assess code smell intensity [42], and (iii) compared 16 ML techniques for the detection of four code smell types [24] showing that ML can lead to F-Measure values close to 100%. Nevertheless, recently Di Nucci et al. [25] demonstrated that, in a real use-case scenario, the results achieved by Arcelli Fontana et al. [24] could not be generalised, thus casting doubt on the actual effectiveness of machine learning for code smell detection. Finally, Pecorelli et al. [26] compared ML-based and heuristic metric-based approaches to assess the real capabilities of ML in the context of code smell detection showing that heuristic techniques for code smell detection still perform slightly better.

2.2. The Impact of Data Balancing Techniques

Imbalanced learning concerns learning from datasets where some classes are underrepresented. Despite many real-world Machine-Learning applications, learning from
imbalanced data is still not trivial. Unfortunately, in many applications, these minority classes are usually also the ones of interest [25, 43, 44]. Batista et al. [46] provide evidence that data sampling can be used to avoid the side-effects of data imbalance. In particular, oversampling methods are more effective than under-sampling methods in terms of prediction accuracy. Chawla [47] and He et al. [48] discussed and compared several sampling techniques used for data balancing, whereas Dittman et al. [49, 50] exploited the combination of future selection and data sampling on bioinformatics datasets. The latter found random undersampling is more computationally efficient than other sampling algorithms, including “no-sampling”, although not more effective. Generally, two of the most compelling questions when dealing with data imbalance are class distribution [51] and data sparsity within each class [52]. Indeed, although this assumption does not hold for some problems [53], many classifiers assume normality in the data distribution. To solve the aforementioned issues, one-class learners, wherein the classifier learns on the target class alone, are an interesting alternative to traditional discriminative approaches [54]. Another possible solution is combining data sampling and ensemble techniques. Galar et al. [55] analysed the performance of ensemble classifiers on imbalanced datasets. Their comparison has shown that approaches combining undersampling techniques with boosting [56] or bagging [57] perform better, therefore justifying the increasing complexity through significant enhancements. A similar study was conducted by Khoshgoftaar et al. [58] who experimented boosting with three weak learners on six high-dimensional imbalanced bioinformatics datasets. Their results report that the combination of data sampling and boosting technique can lead to statistically significant results with re-

### Table 1: Descriptions of Object-Oriented code smells along with the heuristics used to detect them and the features used by the ML models.

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>Short Description</th>
<th>Detection Rule</th>
<th>ML Model Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>God Class</td>
<td>This smell characterises classes having a large size, poor cohesion, and several dependencies on other data classes of the system [32]</td>
<td>$ELOC &gt; \alpha \wedge (WMC + NOA) &gt; \beta \wedge LCOM &gt; \gamma$</td>
<td>$ELOC, WMC, NOA, LCOM$</td>
</tr>
<tr>
<td>Spaghetti Code</td>
<td>Classes affected by this smell declare several long methods without parameters [32]</td>
<td>$ELOC &gt; \alpha \wedge NMNOPARAM &gt; \beta$</td>
<td>$ELOC, NMNOPARAM$</td>
</tr>
<tr>
<td>Class Data Should Be Private</td>
<td>This smell appears in cases where a class exposes its attributes, thus violating the hiding principle [32]</td>
<td>$NOA &gt; \alpha$</td>
<td>$NOA$</td>
</tr>
<tr>
<td>Complex Class</td>
<td>Classes presenting an overly high cyclomatic complexity [32] are affected by this design flaw</td>
<td>McCabe &gt; \alpha</td>
<td>McCabe</td>
</tr>
<tr>
<td>Long Method</td>
<td>Methods implementing more than one functionality are affected by this smell [32]</td>
<td>LOC METHOD &gt; \alpha \wedge NP &gt; \beta</td>
<td>LOC METHOD, NP</td>
</tr>
<tr>
<td>Feature Envy</td>
<td>This smell arises when a method communicates more with methods that are inside another class than the ones in its class [32]</td>
<td>McCabe &gt; \alpha</td>
<td>McCabe</td>
</tr>
<tr>
<td>Inappropriate Intimacy</td>
<td>This smell occurs when two classes are highly coupled [18, 33]</td>
<td>LOC METHOD &gt; \alpha \wedge NP &gt; \beta</td>
<td>LOC METHOD, NP</td>
</tr>
<tr>
<td>Middle Man</td>
<td>This smell arises when a class delegates to other classes most of the methods it implements [2]</td>
<td>FanIn + FanOut &gt; \alpha</td>
<td>FanIn, FanOut</td>
</tr>
<tr>
<td>Refused Request</td>
<td>A class which redlines most of its inherited methods, then making the hierarchy wrong [2]</td>
<td>PRM &gt; \alpha</td>
<td>PRM</td>
</tr>
<tr>
<td>Speculative Generality</td>
<td>This smell shows up when a class declared as abstract has very few children using its methods [2]</td>
<td>LOC METHOD &gt; \alpha \wedge NP &gt; \beta</td>
<td>LOC METHOD, NP</td>
</tr>
<tr>
<td>Long Parameter List</td>
<td>A method having a long list of parameters is harder to use [2]</td>
<td>LOC METHOD &gt; \alpha \wedge NP &gt; \beta</td>
<td>LOC METHOD, NP</td>
</tr>
</tbody>
</table>

### Table 2: Complete list of the considered metrics for the detection of Object-Oriented code smells.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Name</th>
<th>Smells</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATFD</td>
<td>Access To Foreign Data</td>
<td>Feature Envy</td>
</tr>
<tr>
<td>ELOC</td>
<td>Effective Lines Of Code</td>
<td>God Class, Spaghetti Code</td>
</tr>
<tr>
<td>FanIn</td>
<td>Max number of references to the subject class from another class in the system</td>
<td>Inappropriate Intimacy</td>
</tr>
<tr>
<td>FanOut</td>
<td>Max number of references from the subject class to another class in the system</td>
<td>Inappropriate Intimacy</td>
</tr>
<tr>
<td>LCOM</td>
<td>Lack of Cohesion in Methods</td>
<td>God Class</td>
</tr>
<tr>
<td>LOC_METHOD</td>
<td>Lines Of Code of METHOD</td>
<td>Long Method</td>
</tr>
<tr>
<td>McCabe</td>
<td>McCabe’s Cyclomatic Complexity</td>
<td>Complex Class</td>
</tr>
<tr>
<td>MC</td>
<td>Method Calls</td>
<td>Feature Envy</td>
</tr>
<tr>
<td>NOA</td>
<td>Number Of Attributes</td>
<td>God Class</td>
</tr>
<tr>
<td>NOC</td>
<td>Number Of Children</td>
<td>Speculative Generality</td>
</tr>
<tr>
<td>NOM</td>
<td>Number Of Methods</td>
<td>God Class</td>
</tr>
<tr>
<td>NOPA</td>
<td>Number Of Public Attributes</td>
<td>Class Data Should Be Private</td>
</tr>
<tr>
<td>NP</td>
<td>Number of Parameters</td>
<td>Long Method, Long Parameter List</td>
</tr>
<tr>
<td>NMNOPARAM</td>
<td>Number Of Methods with NO PARAMeters</td>
<td>Spaghetti Code</td>
</tr>
<tr>
<td>PDM</td>
<td>Percentage of Delegated Methods</td>
<td>Middle Man</td>
</tr>
<tr>
<td>PRM</td>
<td>Percentage of Refused Methods</td>
<td>Refused Request</td>
</tr>
<tr>
<td>WMC</td>
<td>Weighted Methods Count</td>
<td>God Class, Complex Class</td>
</tr>
</tbody>
</table>

Table 2: Complete list of the considered metrics for the detection of Object-Oriented code smells.
spect to only data sampling. Finally, Ditman et al. \cite{59, 60} experimented the combination of data sampling and Random Forest \cite{61}. Their results show that this ensemble technique is fairly robust on imbalanced data and adding data balancing does not positively contribute to the performance in a statistically significant manner.

3. Detection of Object-Oriented Code Smells

The purpose of this study is to understand the impact of data balancing techniques on the accuracy of Machine-Learning algorithms in detecting the design flaws from the catalogue designed by Fowler \cite{2} who introduced the term code smell and adopted it for Object-Oriented systems. We aim to address the following research questions:

RQ1. Do data balancing techniques improve the effectiveness of Machine-Learning-based detectors of code smell defined for Object-Oriented systems?

RQ2. Which data balancing technique is the most effective at improving the effectiveness of Machine-Learning-based code smell detectors for Object-Oriented systems?

3.1. Code Smells for Object-Oriented systems

Code smells are “symptoms of poor design and implementation choices” \cite{2} that have been widely observed to both analyse their characteristics \cite{5, 6, 62, 63} and assess their impact on software maintainability \cite{14, 16, 66, 67}. For many of these code smells heuristic detection rules have been defined \cite{2, 18, 32, 33} based on metrics and thresholds to discriminate whether a component is smelly or not. We use the same metrics used by these heuristic detection rules to build machine learning models for code smell detection. In particular, we consider 11 code smells defined by Fowler \cite{2} that are reported in Table 1 along with their descriptions, detection rules, and lists of the metrics used in the Machine Learning models. The full description of such metrics is shown in Table 2. With respect to our previous submission \cite{27}, we analyse six new code smells (i.e., Feature Envy, Inappropriate Intimacy, Middle Man, Refused Bequest, Speculative Generality, Long Parameter List).

3.2. Data Balancing Techniques for Machine Learning

The goal of the experiment is to compare the accuracy of different data balancing techniques. To this aim, we configure five different model variants based on the Naive Bayes classifier \cite{71} which in our previous study \cite{26} showed to be the most effective in code smell detection. Our baseline consists of models trained without applying any data balancing technique (No-balancing). A dataset is imbalanced when its classes are not equally represented. Figure 1 plots a simplified representation of an imbalanced dataset in which most of the instances belong to the green majority class.

Data balancing can be introduced by resampling/transformation of the training set or by using meta-classifiers (e.g., cost-sensitive classifiers):

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{oversampling.png}
\caption{Example of application of Oversampling}
\end{figure}

\textbf{Oversampling} \cite{72}. This algorithm randomly adds samples of the minority class. Figure 2 shows a representation of the effects of the algorithm. In our experiment, we rely on ClassBalancer, an oversampling implementation provided in Weka \cite{73}: the instances in the training set are re-weighted so that the sum of the weights for each class is equal. In other words, instances are not added or removed, but their weights are modified in such a way that more importance is given to the instances belonging to the minority class.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{undersampling.png}
\caption{Example of application of Undersampling}
\end{figure}

\textbf{Undersampling}. This algorithm randomly removes samples of the majority class using either sampling with or without replacement. In our experiment, we replace instances of the majority class (i.e., clean classes) with instances from the minority class (i.e., smelly classes) until
obtaining an even number of instances for both classes as shown in Figure 3. Please notice that in the figure, the size of a point represents its frequency. In other words, as suggested by several studies from the state-of-the-art [50, 55], we undersampled the majority class with replacement. We rely on ReSample, an implementation provided in Weka [73].

**Synthetic Minority Oversampling Technique** [74]. This technique increases the number of instances from the minority class by generating new synthetic instances based on the nearest neighbours belonging to that class. As shown in Figure 4 to create a new synthetic instance, SMOTE randomly selects an element from the minority class and identifies its nearest neighbours: the new instance is created between them. The number of nearest neighbours to use is a parameter of the algorithm. Lack of such instances causes the algorithm to fail, as explained in Section 5. To experiment with this technique, we rely on the implementation provided by Weka [73]. To reduce the algorithm failures, we set the number of neighbours to the minimum allowed value (i.e., two).

**Cost-Sensitive Classifier** [75]. A Cost-Sensitive Classifier is a meta-classifier that renders a cost-sensitive version of the base classifier. The training instances can be reweighted according to the total cost assigned to each class, i.e., the cost-sensitivity is considered during the training phase. Considering that ML-based code smell detection exhibits many false negatives, we configure the CostSensitiveClassifier provided by Weka [73] in such a way that the cost of false negatives is twice the cost of false positives.

**One-Class Classifier** [54]. As shown in Figure 5, a One-Class Classifier is trained only on the samples belonging to the minority class to learn the unique features of this class and accurately identify an unseen sample of this class as distinct from a sample of any other class. All instances belonging to other classes are identified as outliers. For this technique we rely on OneClassClassifier, an implementation provided by Weka [73].

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>Min</th>
<th>Mean</th>
<th>Median</th>
<th>Max</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>God Class</td>
<td>0</td>
<td>5.5</td>
<td>4</td>
<td>24</td>
<td>509</td>
</tr>
<tr>
<td>Spaghetti Code</td>
<td>0</td>
<td>12.7</td>
<td>11</td>
<td>31</td>
<td>1443</td>
</tr>
<tr>
<td>Class Data Should Be Private</td>
<td>0</td>
<td>11.4</td>
<td>11</td>
<td>37</td>
<td>1150</td>
</tr>
<tr>
<td>Complex Class</td>
<td>0</td>
<td>6.4</td>
<td>4</td>
<td>20</td>
<td>669</td>
</tr>
<tr>
<td>Long Method</td>
<td>3</td>
<td>48.3</td>
<td>26</td>
<td>147</td>
<td>4763</td>
</tr>
<tr>
<td>Feature Envy</td>
<td>0</td>
<td>1.3</td>
<td>0</td>
<td>12</td>
<td>148</td>
</tr>
<tr>
<td>Inappropriate Intimacy</td>
<td>0</td>
<td>15.4</td>
<td>2</td>
<td>774</td>
<td>1788</td>
</tr>
<tr>
<td>Middle Man</td>
<td>0</td>
<td>0.9</td>
<td>0</td>
<td>6</td>
<td>107</td>
</tr>
<tr>
<td>Refused Bequest</td>
<td>0</td>
<td>6.5</td>
<td>4</td>
<td>22</td>
<td>750</td>
</tr>
<tr>
<td>Speculative Generality</td>
<td>0</td>
<td>9.5</td>
<td>7</td>
<td>38</td>
<td>1106</td>
</tr>
<tr>
<td>Long Parameter List</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>29</td>
<td>578</td>
</tr>
</tbody>
</table>

Table 3: Distribution statistics for Object-Oriented code smells

### 3.3. Subject Systems

We select software systems for which a validated dataset of code smells exists. Specifically, we relied on 125 releases of 13 open-source software systems [33]. We employed the same dataset and the same list of code smells that we used in our previous study [20] where we compare heuristics-based and Machine-Learning-based techniques for code smell detection. The dataset is available in our online appendix [29]. The systems are heterogeneous since they have different sizes, lifetimes, and belong to different application domains. The main characteristics of the considered systems are reported in the online appendix [29], as well as in the previous study [20]. Note that the dataset consists of manually validated code smells instances (i.e., 8,534). The distribution of code smells in the dataset is reported in Table 3. The low median number of code smells in each considered release demonstrates that code smell detection is a highly imbalanced problem.

### 3.4. Model Building and Evaluation

For each model we apply a Feature Selection step by using Correlation-based Feature Selection (CFS) [76] to remove highly correlated independent variables. Then, we tune the hyper-parameters of the classifier by applying the Grid Search algorithm [77], therefore resulting in five models that only differ for the choice of the data balancing technique to adopt.

As independent variables we consider the code metrics related to the structural characteristics of the software instances (e.g., size, complexity). We exploit the set of metrics originally adopted by Moha et al. [18]. In particular, given the smell detection rule, we design a model...
where we employ as independent variables only the metrics used in the detection rule. For example, for God Class the detection rule is $ELOC > 500 \land (WMC + NOA) > 20 \land LCOM > 350$. Therefore, we train the model on the effective number of lines of code (i.e., $ELOC$), the weighted methods per class (i.e., $WMC$), the number of attributes (i.e., $NOA$), and the lack of cohesion per class (i.e., $LCOM$). Table 1 reports the features used to detect each smell, while the complete list, including the full name of the metrics, is depicted in Table 2.

Since we are interested in detecting code smells, we set the presence/absence of a specific code smell as dependent variable of the Machine-Learning model. This information was already available in the considered dataset.

To assess the capabilities of each of the five resulting Machine-Learning models, we adopt 10-Fold Cross Validation [79]. This methodology randomly partitions the data into 10 folds of equal size, applying a stratified sampling (e.g., each fold has the same proportion of code smell instances). A single fold is used as the test set, while the remaining ones are used as the training set. The process is repeated 10 times, using each time a different fold as the test set. For each software system and data balancing technique, we build a machine-learning model (i.e., within-project classification). The result consists of a confusion matrix for each code smell type, for each of the 125 project releases and each experimented classifier. Later, these matrices have been analysed to measure the evaluation metrics described in the following parts of the section.

To assess the effectiveness of the experimented detection techniques we compute four well-known metrics [79] [80], namely, precision, recall, F-Measure, and Matthews Correlation Coefficient (MCC). We chose to discuss results only in terms of MCC because this metric provides a better overview with respect to the other metrics by considering all the confusion matrix [81]. The results for all the other metrics are reported in our online appendix [29].

Since we consider several datasets, we need to aggregate the results achieved to have a more precise overview of the quality of results [82]. This step has been performed in a two-fold manner (i) by aggregating the confusion matrices and (ii) by plotting the results as boxplots. Boxplots are very useful to describe the distribution of the results and provide preliminary outcomes on the comparison of different techniques. However, to draw more reliable conclusions, they need to be complemented with statistical tests. Therefore, we use the Nemenyi test [83] for statistical significance and report its results by mean of MCB (Multiple comparisons with the best) plots [84]. We set the significance level to 0.05. The elements plotted above the gray band are statistically larger than the others.

3.5. Results of the Study

For each code smell, we first discuss the results by displaying boxplots, and then we evaluate their statistical significance relying on the results provided by the Nemenyi test. Note that we discarded all the cases in which at least one technique fails. The reasons behind these failures are discussed in Section 6.

Figure 6 reports the boxplots for the MCC values obtained by applying different balancing techniques. The results of the Nemenyi test, for the statistical significance, are shown in Figure 7.

The first aspect we can observe is that, regardless of the balancing technique and the code smell under analysis, MCC values are between 0 and 0.5 which indicates that Machine Learning has limited accuracy for Object-Oriented code smell detection.

The results show that SMOTE is the most effective technique. However, in 7 out of 11 cases, none of the balancing techniques is significantly better in terms of MCC. No-balancing provides good accuracy as well, since it appears six times in the group containing the most effective techniques.

An important aspect to remark is that for 4 out of 11 object-oriented code smells, SMOTE and No-balancing MCCs are significantly higher than all the other balancing techniques. This is the case of two class-level code smells (God Class, and Complex Class) and two method-level code smells (Long Method, and Feature Envy). God Class and Complex Class are the easiest class-level code smells to identify. Their detection rules are straightforward and based on easy-to-calculate metrics (e.g., size, complexity), leading to a median MCC close to 0.5 regardless of the data balancing applied. As for Long Method and Feature Envy, these are method-level smells; hence, the total number of instances to predict is much higher. We could deem SMOTE and No-balancing to have higher effectiveness where the detection metrics are simple or a large number of instances is available. However, Long-ParameterList is an exception. Indeed, although it is a method-level smell, the best MCC values are achieved by One-Class Classifier. In this specific case, SMOTE and No-balancing accuracy is slightly lower than One-Class Classifier but still better than all the other techniques.

Two unusual cases for which a specific discussion is required are Middle Man and Speculative Generality. Middle Man represents one of the rare cases in which data balancing techniques improve ML effectiveness. Indeed, No Balancing is the least accurate technique, with a quite clear difference to the others. As for Speculative Generality, results show that, regardless of the adopted data balancing technique, MCC values are very low proving that Machine-Learning is still not applicable for the detection of this smell with the set of metrics used in our study.

By and large, results suggest that there is no balancing technique which is better than the others. Indeed, different balancing techniques could be more suitable for different types of code smells. However, the highest accuracy is achieved by No-balancing and SMOTE, except for some code smells in which One-Class Classifier shows a higher MCC.
Figure 6: Boxplots representing the MCC values obtained by Naive Bayesian trained applying different balancing strategies for Object-Oriented code smells detection.
Figure 7: Plots representing the results of Nemenyi test for statistical significance between the MCC values obtained by \textit{Naive Bayesian} trained applying different balancing strategies for Object-Oriented code smells detection.
4. Detection of Model-View-Control Code Smells

The purpose of the second study is to understand the impact of data balancing techniques on the accuracy of Machine-Learning algorithms in detecting the design flaws from the catalogue designed by Aniche et al. [28] who defined smells specific for systems implementing the Model-View-Control pattern. Specifically, we aim at addressing the same research questions as for the Object-Oriented code smells:

RQ3. Do data balancing techniques improve the effectiveness of Machine-Learning algorithms in detecting code smells specific for systems implementing Model-View-Control pattern?

RQ4. Which data balancing technique is the most effective at improving the effectiveness of Machine-Learning algorithms in detecting code smells specific for systems implementing Model-View-Controller pattern?

4.1. Code Smells

We analyse the code smells specific to systems adopting the Model-View-Controller pattern [28]. Such a pattern is popular across many well-known frameworks (e.g., RUBY ON RAILS, SPRING MVC, ASP.NET MVC) [28]. In particular, we consider four code smells for which we report the heuristics needed to detect them and the metrics that we used to build the Machine-Learning models in Table 4. Such metrics are fully described in Table 5.

4.2. Data Balancing Techniques for Machine Learning

We experiment the same base classifier (i.e., Naive Bayes) and the same set of data balancing techniques previously used in Section 3.2 and described in Section 3.3.

4.3. Subject Systems

We use the dataset developed by Aniche et al. [28], consisting of 120 open-source systems. We rely on this dataset because the approach used to detect the smells has been validated with expert industrial developers in software systems implemented using Spring. This widely adopted MVC framework uses stereotypes to explicitly mark classes playing different roles (e.g., Controller classes), thus facilitating identifying the role of each class. The distribution of the smells is reported in Table 6.

4.4. Model Building and Evaluation

We build and evaluate the models by following the same procedure described in Section 3.4 except the independent variables that were extracted from the heuristics derived by Aniche et al. [28]. Table 4 reports the features used to detect each smell, while the complete list, including the full name of the metrics, is depicted in Table 5.

As for Object-Oriented code smells, we first discuss the results by analysing the boxplots and then verify their statistical significance relying on the Nemenyi test [83]. Please consider that, also in this case, we discarded all the cases in which at least one technique fails. The reasons behind these failures are discussed in Section 5.

Figure 8: Boxplots representing the MCC values obtained by Naive Bayesian trained applying different balancing strategies for MVC code smells detection.

4.5. Results of the Study

The results for MVC code smell detection reported in Figure 8 and Figure 9 show that ML has pretty higher accuracy when detecting this type of code smells than when detecting Object-Oriented code smells (i.e., MCC values up to ≈ 0.70). Similarly to the Object-Oriented case, SMOTE and No-balancing show higher accuracy with respect to the other balancing techniques. As already observed, these two balancing techniques seem to be more effective where the ML algorithm has a higher prediction power. Indeed SMOTE achieves significantly higher MCCs in all cases except for Fat Repository in which MCC values are lower. Instead, No-balancing appears in the first group in 2 out of 4 cases. A singular case is the Fat Repository smell, where One-Class Classifier accuracy is significantly higher than the other balancing techniques. A possible motivation behind this surprising result could be found by analysing the smell distribution in Table 6.
CTE > α
ML Model Features
Controller classes with a complex control flow [28]
Repository classes that include complex business logic or queries [28]
A Repository which deals with many Entity classes [28]
NFRFC
Short Description
NSR

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>Short Description</th>
<th>Detection Rule</th>
<th>ML Model Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain Repository</td>
<td>Repository classes that include complex business logic or queries [28]</td>
<td>McCabe &gt; α ∧ SQLC &gt; β</td>
<td>McCabe, SQLC</td>
</tr>
<tr>
<td>Fat Repository</td>
<td>A Repository which deals with many Entity classes [28]</td>
<td>CTE &gt; α</td>
<td>CTE</td>
</tr>
<tr>
<td>Promiscuous Controller</td>
<td>Controller classes exhibiting this smell offer too many actions [28]</td>
<td>NSR &gt; α ∨ NSD &gt; β</td>
<td>NSR, NSD</td>
</tr>
<tr>
<td>Brain Controller</td>
<td>Controller classes with a complex control flow [28]</td>
<td>NFRFC &gt; α</td>
<td>NFRFC</td>
</tr>
</tbody>
</table>

Table 4: Descriptions of MVC code smells along with the heuristics used to detect them and the features used by the ML models

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Name</th>
<th>Smells</th>
</tr>
</thead>
<tbody>
<tr>
<td>McCabe</td>
<td>McCabe’s Cyclomatic Complexity</td>
<td>Brain Repository</td>
</tr>
<tr>
<td>NOR</td>
<td>Number of Routes</td>
<td>Promiscuous Controller</td>
</tr>
<tr>
<td>NSD</td>
<td>Number of Services as Dependencies</td>
<td>Promiscuous Controller</td>
</tr>
<tr>
<td>NFRFC</td>
<td>Non-Framework Response For a Class</td>
<td>Brain Controller</td>
</tr>
<tr>
<td>SQLC</td>
<td>SQL Complexity</td>
<td>Brain Repository</td>
</tr>
<tr>
<td>CTE</td>
<td>Calls to Entities</td>
<td>Fat Repository</td>
</tr>
</tbody>
</table>

Table 5: Complete list of the considered metrics for the detection of Model-View-Controller code smells.

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>Min</th>
<th>Mean</th>
<th>Median</th>
<th>Max</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain Repository</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>26</td>
<td>31</td>
</tr>
<tr>
<td>Fat Repository</td>
<td>0</td>
<td>1.2</td>
<td>0</td>
<td>28</td>
<td>126</td>
</tr>
<tr>
<td>Promiscuous Controller</td>
<td>0</td>
<td>6.7</td>
<td>0</td>
<td>478</td>
<td>682</td>
</tr>
<tr>
<td>Brain Controller</td>
<td>0</td>
<td>1.1</td>
<td>0</td>
<td>14</td>
<td>66</td>
</tr>
</tbody>
</table>

Table 6: Distribution statistics for MVC code smells

Figure 9: Plots representing the results of Nemenyi test for statistical significance between the MCC values obtained by Naïve Bayesian trained applying different balancing strategies for MVC code smells detection.

Indeed, the class distribution for Fat Repository is almost uniform (i.e., the smelly instances are well spread across the project). Therefore, in most of the cases there are enough instances to build a reliable training set.

A final consideration is that MVC code smells are likely to be more system-dependent. Boxplots indicate a high variability of results with respect to the considered system showing very large distributions in most of the cases.

Model-View-Controller Code Smell Detection

With respect to the Object-Oriented case, Machine-Learning-based approaches are sharply more effective for the detection of MVC related code smells. In three out of four cases, the results are pretty good, achieving MCC values up to 0.67 and recall up to 1.00. Similarly to Object-Oriented systems, No Balancing and SMOTE are the most effective techniques.

5. Discussion

In this section, we discuss the results of our study. In particular, we analyse (i) the degree to which balancing techniques results are in overlap, (ii) the impact of the metrics selection on the effectiveness, and (iii) the significance of the overhead introduced by data balancing.

5.1. Understanding the Role of Data Balancing

Since we described the results in quantitative terms, we provide a deeper discussion in qualitative terms. Specifically, we analyse the overlap between the results achieved by the models using different balancing technique to understand which instances they predict and whether these are complementary.

Figure 10 shows the misclassified instances obtained by the five models using the data balancing techniques and the No-balancing model. The axes represent the features of the model: the x-axis is ELOC, while y-axis is NMINOPARAM. ‘+’ data points represent false negatives, while ‘x’ data points represent false positives. We describe this case because it nicely explains the behaviours of the balancing techniques. The model is built with two features, thus making it easier to analyse than models...
trained with many more features. We report the other plots as part of the online appendix [29].

The results confirm what we previously reported in Figure [6] and Figure [7]. In particular, One-Class Classifier exhibited a high level of recall but a very low precision. This means that for code smell detection training only on the instances belonging to the minority class is not effective because these few instances poorly represent the smelly classes. A similar result is obtained for Cost-Sensitive Classifier which had poor precision. In particular, we notice that many points were misclassified as true, while ‘x’ are false negatives.

Figure 10: Scatterplots representing the misclassified instances obtained by Naive Bayesian trained applying different balancing strategies for Spaghetti Code. ‘+’ data points are false negatives, while ‘x’ are false positives.

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>No Smells</th>
<th>No Smells</th>
<th>SMOTE Failures</th>
<th>SMOTE Failures</th>
<th>Number of Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>God Class</td>
<td>20</td>
<td>16</td>
<td>46</td>
<td>37</td>
<td>125</td>
</tr>
<tr>
<td>Spaghetti Code</td>
<td>7</td>
<td>6</td>
<td>16</td>
<td>13</td>
<td>125</td>
</tr>
<tr>
<td>Class Data Should Be Private</td>
<td>10</td>
<td>8</td>
<td>11</td>
<td>9</td>
<td>125</td>
</tr>
<tr>
<td>Complex Class</td>
<td>30</td>
<td>24</td>
<td>52</td>
<td>42</td>
<td>125</td>
</tr>
<tr>
<td>Long Method</td>
<td>68</td>
<td>54</td>
<td>69</td>
<td>71</td>
<td>125</td>
</tr>
<tr>
<td>Feature Env</td>
<td>82</td>
<td>66</td>
<td>96</td>
<td>77</td>
<td>125</td>
</tr>
<tr>
<td>Inappropriate Intimacy</td>
<td>3</td>
<td>2</td>
<td>72</td>
<td>58</td>
<td>125</td>
</tr>
<tr>
<td>Middle Man</td>
<td>64</td>
<td>51</td>
<td>104</td>
<td>83</td>
<td>125</td>
</tr>
<tr>
<td>Refused Request</td>
<td>34</td>
<td>27</td>
<td>46</td>
<td>37</td>
<td>125</td>
</tr>
<tr>
<td>Speculative Generality</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>9</td>
<td>125</td>
</tr>
<tr>
<td>Long Parameter List</td>
<td>54</td>
<td>22</td>
<td>62</td>
<td>50</td>
<td>125</td>
</tr>
<tr>
<td>Brain Repository</td>
<td>90</td>
<td>75</td>
<td>95</td>
<td>79</td>
<td>120</td>
</tr>
<tr>
<td>Fat Repository</td>
<td>87</td>
<td>72</td>
<td>94</td>
<td>78</td>
<td>120</td>
</tr>
<tr>
<td>Promiscuous Controller</td>
<td>44</td>
<td>37</td>
<td>71</td>
<td>61</td>
<td>120</td>
</tr>
<tr>
<td>Brain Controller</td>
<td>52</td>
<td>43</td>
<td>75</td>
<td>62</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 7: Number of software systems not exhibiting instances of each smell (i.e., No Smells), along with the instances on which SMOTE could not be executed because of lacking instances for that specific smell (i.e., SMOTE Failures).

gue that giving higher weights to the instances belonging to the minority class is not effective. When analysing at the Oversampling and Undersampling, we observe that their accuracy is similar to that obtained by No-balancing. Therefore, we deem that these techniques are ineffective but do not worsen the accuracy achieved by the model trained without balancing. Finally, we note that SMOTE can slightly improve accuracy. However, it is worth remarking that some balancing techniques can fail to balance the dataset when the number of smelly instances is minimal. We tuned SMOTE to rely on the minimum number of smelly neighbour instances (i.e., two). If these are not available, then the algorithm fails, representing a clear disadvantage with respect to the other techniques.

Table [7] reports the number and the percentage of failures for each of the code smells under analysis. While for some code smells, there is a minimal number of failures (e.g., Speculative Generality), there are also smells in which the analysis fails in the majority of cases. As an example, let us consider the case of Fat Repository. This is one of the less frequent code smells, as also reported in Table [6]; indeed, in 72% of cases, all data balancing fails due to the total absence of smelly instances in the considered system. As for SMOTE, it fails in 78% of cases (i.e., 72% with no smelly instances and 6% with not enough neighbours).

Due to these failures, our analyses have been performed on a smaller population for some code smells. To avoid threatening the significance of results, we conducted a further evaluation in which we included all the systems, regardless of the failures. Figure [11] reports an example for Fat Repository—all the other figures are part of our online appendix [29]. The boxplot including all cases is reported on the left of the figure, while on the right side is reported the one excluding failures (i.e., the one already reported in Section [1]). Generally, there are small differences in terms of accuracy. Indeed, for both cases, One Class Classifier is the most effective data balancing technique. We observed similar results for the other code smells whose boxplots are available in our online appendix [29].
Overall the results obtained on the different models show that there are no sensible differences in applying or not balancing techniques. This result suggests that tuning data balancing techniques could not be an adequate solution for code smell detection with respect to what achieved in other contexts such as defect prediction [35]. This aspect raises several issues about the feasibility of current Machine-Learning-based approaches. We deem that the meagre number of instances from the minority class (i.e., smelly instances) is the cause of this low effectiveness.

### Understanding the Role of Data Balancing

Generally, data balancing does not significantly improve the effectiveness of Machine-Learning models for code smell detection. Training only on the instances belonging to the minority class or giving them more weight (i.e., as done by One-Class Classifier and Cost-Sensitive Classifier) is not effective because these few instances poorly represent the minority class. Resampling techniques such as Oversampling and Undersampling are ineffective but do not worsen the accuracy achieved by the model trained without balancing. Finally, SMOTE slightly improves the results, but in case of extremely imbalanced datasets, the training phase fails.

#### 5.2. Analysing the Impact of Metric Selection

Since Machine-Learning models achieve good accuracy only for some code smells, regardless of the adopted balancing technique, we assessed the effectiveness of the heuristic-based techniques. Our main goal is to investigate whether the low accuracy is due to the Machine-Learning techniques or caused by the reduced prediction power of the used metrics. We hypothesise that metrics with low prediction power are detrimental for both Machine-Learning-based and heuristics-based approaches. This analysis was conducted only for Object-Oriented code smells where the accuracy of Machine-Learning techniques is low.

Table 8 reports the aggregate results of the evaluation metrics for (i) the Machine-Learning-based technique executed with the best balancing technique for each code smell (ML); (ii) the heuristic-based approach based on the detection rules described in Table 8 (H).

MCC values are generally low for any of the considered code smells (lower than 0.5). Except for Long Method, recall is always much higher than precision for heuristics-based approaches as well as for Machine-Learning-based ones. In other words, they tend to produce a large number of false positives when these metrics are employed. Therefore, such metrics might not be adequate to discriminate smelly or non-smelly instances. Comparing these results with the ones reported in Section 3.5, we note that heuristics do not outperform Machine-Learning. On the contrary, for six of the eleven object-oriented code smells, Machine-Learning-based approaches have a higher MCC. For instance, let us consider the case of Long Parameter List in which Machine Learning shows MCC equal to 0.58 that is much higher than the one of the heuristics-based approach (i.e., 0.12). To sum up, the results indicate that the employed set of metrics (i.e., structural metrics) are not adequate in most of the cases.

#### Analysing the Impact of Metric Selection

The results indicate that structural metrics alone are not adequate for code smell detection. This confirms previous work that deems as necessary textual and historical metrics as well as their combination with structural metrics to achieve better accuracy.

#### 5.3. Inspecting the Overhead caused by Data Balancing

In the previous sections, we found that some data balancing techniques improve to a limited extent the quality of results provided by Machine Learning algorithms. Given that data balancing is an additional pre-processing step in ML classification, we conducted further analysis to investigate the overhead in terms of time consumption to apply this step. Specifically, we compared the training time of the models configured with different balancing techniques. We performed 30 independent runs training the models on the most extensive system in our dataset, i.e., Eclipse 5.2.1. The selection is motivated by a twofold reason. On the one hand, having a higher number of instances should avoid (or at least reduce) failures. On the other hand, a higher number of instances led to longer execution time for all the techniques, and this may allow us to study the overhead better. We considered only one code smell (i.e., God Class). However, we believe that the results for the other smells should not be very different.

The results in Figure 12 highlight that One-Class Classifier and Cost-Sensitive Classifier take much more time than the others. This could be due to the difficulties in carrying out the training phase using a limited number of instances of the minority class. Also for the other techniques results show an overhead, although less significant.
than the two mentioned above. In particular, Undersampling performance is very close to the No-balancing one.

### Inspecting the Overhead of Data Balancing

Except Undersampling, all data balancing techniques introduce significant overhead in terms of time consumption of ML algorithms. While the two techniques based on meta-classification (i.e., One-Class Classifier and Cost-Sensitive Classifier) take much more execution time, the other ones (i.e., Oversampling, Undersampling, and SMOTE) show performance pretty close to No-balancing.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>H</td>
<td>ML</td>
<td>H</td>
<td></td>
</tr>
<tr>
<td>God Class</td>
<td>0.26</td>
<td>0.08</td>
<td>0.93</td>
<td>1.00</td>
</tr>
<tr>
<td>Complex Class</td>
<td>0.26</td>
<td>0.23</td>
<td>0.65</td>
<td>0.72</td>
</tr>
<tr>
<td>Class Data Should Be Private</td>
<td>0.23</td>
<td>0.23</td>
<td>0.55</td>
<td>0.42</td>
</tr>
<tr>
<td>Spaghetti Code</td>
<td>0.16</td>
<td>0.11</td>
<td>0.34</td>
<td>0.47</td>
</tr>
<tr>
<td>Long Method</td>
<td>0.15</td>
<td>0.57</td>
<td>0.56</td>
<td>0.37</td>
</tr>
<tr>
<td>Feature Envy</td>
<td>0.03</td>
<td>0.05</td>
<td>0.44</td>
<td>0.46</td>
</tr>
<tr>
<td>Inappropriate Intimacy</td>
<td>0.27</td>
<td>0.04</td>
<td>0.15</td>
<td>0.43</td>
</tr>
<tr>
<td>Middle Man</td>
<td>0.16</td>
<td>0.04</td>
<td>0.87</td>
<td>0.43</td>
</tr>
<tr>
<td>Refused Bequest</td>
<td>0.12</td>
<td>0.04</td>
<td>0.05</td>
<td>0.40</td>
</tr>
<tr>
<td>Speculative Generality</td>
<td>0.01</td>
<td>0.04</td>
<td>0.65</td>
<td>0.43</td>
</tr>
<tr>
<td>Long Parameter List</td>
<td>0.35</td>
<td>0.04</td>
<td>0.95</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 8: Aggregate Results for Heuristics-based and Machine-Learning-based Code Smells Detection

5.4. Implication of the Findings

The results have implications for both researchers and practitioners. Both are interested in understanding quantitatively the effectiveness and efficiency of applying data balancing to Machine Learning code smell detectors. Furthermore, the formers are concerned about the qualitative perspective of the results. We report the implications related to (i) effectiveness, (ii) efficiency, (iii) adopted metrics, (iv) relation with previous work in different contexts.

**Effectiveness of Data Balancing for Code Smell Detection.** For Object-Oriented code smells, the results of RQ1 show that the accuracy of Machine-Learning models is quite limited (i.e., $MCC \leq 0.50$). Applying data balancing does not guarantee significantly better accuracy. Overall, SMOTE is the best data balancing technique among the ones that we experimented. However, if the dataset is exceptionally imbalanced, this technique fails, and data balancing should be avoided. In other cases, we did not find any statistically significant improvement in applying this technique with respect to not applying data balancing at all. For Model-View-Controller code smells, the accuracy of Machine-Learning techniques is quite good (i.e., $MCC \leq 0.67$ and recall $\leq 1.00$). However, also in this case, we did not find any statistical difference between models that apply data balancing (including SMOTE) and models that do not.

**Efficiency of Data Balancing for Code Smell Detection.** Introducing data balancing in a Machine Learning pipeline for code smell detection adds significant overhead in terms of the amount of time needed to train the models. However, this upkeep is only in the training phase, and it is negligible in absolute terms.

**On the Usage of Only Structural Metrics for Code Smell Detection.** On the one hand, the results for the detection of most Object-Oriented code smells confirm previous work [30, 31] that deem as necessary textual and historical metrics as well as their combination with structural metrics to achieve better accuracy. On the other hand, for the code smells specific for Model-View-Controller architectures, the results obtained adopting only structural metrics are interesting. In sum, more research should be conducted to (i) verify to what extent existing metrics for code smell detection are suitable for Machine-Learning-based models, and (ii) develop new metrics able to better characterise Object-Oriented code smells.

**Understanding the Role of Data Balancing.** Our work confirms the results obtained in bioinformatics by Dittman et al. [49] who showed that the improvements in terms of accuracy achieved by data balancing techniques are in most of the cases not statistically significant. For code smell detection, we observed that although SMOTE allows the model to be more accurate, in many cases, it is not applicable because of the few instances belonging to the minority class. Surprisingly but for the same reason, poor accuracy was obtained when training the models with One-Class Classifier [54], a technique that was designed for scenarios, such as code smell detection, where not enough counter-examples are available.
6. Threats to Validity

Possible threats to validity could affect the relationship between theory and observation (i.e., Construct Validity), the relationship between cause and effect (i.e., Internal Validity), the generalisability of the findings (i.e., External Validity), and the relationship between treatment and outcome (i.e., Conclusion Validity).

Construct Validity. The dataset choice is a threat. To analyse code smells for Object-Oriented systems, we relied on a dataset from a previous study [26] that was created considering several factors such as heterogeneity. Although the dataset has been manually-validated, we have to consider that it may be incomplete as well as imprecise. When analysing code smells for Model-View-Controller systems, we adopted a publicly available dataset [25] that was validated as well. Another threat is the construction of the machine-learning models, for which we took several aspects into account that could have possibly influenced the study, i.e., which features to consider, how to train the classifier, etc. However, the procedures followed in this respect are precise enough to ensure the validity of the study.

Internal Validity. The results we discussed are characterised by a great variability with respect to the smell under analysis. A possible reason could be the metric selection for code smell detection. Indeed, some of the selected metrics could represent a confounding factor threatening the internal validity of the study. To mitigate this threat, we relied on previously defined and validated metrics.

External Validity. For Object-Oriented systems, we considered a large dataset consisting of 125 releases of 13 open source systems belonging to different application domains and having different characteristics. A similarly heterogeneous dataset composed of 120 open-source Spring projects has been used when detecting code smells for Model-View-Controller systems. We selected Spring, a widely adopted MVC framework, because it uses stereotypes to explicitly mark classes playing the different roles (e.g., Controllers), thus making easier identifying the role of each class. As for the code smells, we selected 11 smells for Object-Oriented systems and four code smells for MVC systems that represent a large variety of design issues (e.g., smells related to complexity or excessive coupling between objects). Having a look at the ML-based algorithms, we selected Naive Bayes because in our previous study [20] it outperformed the other algorithms. Overall, the choice of this technique could be a possible threat to validity. However, this classifier was adopted in a previous study [49] that analysed the role of data balancing in bioinformatics. In that experiment, although several classifiers were adopted, the results in terms of data balancing technique to apply remained uniform across the classifiers.

Although this study shows that the choice of the classifier does not sensibly affect the results when applying data balancing techniques, further experiments with other classifiers in the context of code smell detection are needed to corroborate these findings.

Conclusion Validity. We exploited a set of widely-used metrics to evaluate the experimented techniques (i.e., precision, recall, F-measure, MCC). As for the machine learning model, a possible bias might have been due to the usage of 10-fold cross-validation. This strategy randomly partitions the set of data to create training and test sets: such randomness might have possibly led to the creation of biased training/test sets that have the consequence of under- or over-estimating the model accuracy.

7. Conclusion

In this paper, we have reported on a large-scale empirical comparison between six different balancing techniques for Machine-Learning-based code smell detection. The study considered eleven code smells for Object-Oriented systems and four code smells for systems implementing the Model-View-Controller pattern. For the former, we relied on a manually-validated dataset comprising 125 releases belonging to 13 open source systems. In contrast, for the latter, our dataset consisted of 120 Spring Model-View-Controller Open Source Systems.

The results suggest that Machine-Learning models relying on SMOTE achieve the best accuracy. However, its training phase is not always feasible in practice. Furthermore, avoiding balancing does not dramatically impact effectiveness. Techniques which perform training only on the minority class (i.e., Cost-Sensitive Classifier and One Class Classifier), and resampling techniques (i.e., Class Balancer and Resample) are both not effective. Existing data balancing techniques are therefore, inadequate for code smell detection. Furthermore, the results indicate that structural metrics alone are not adequate for code smell detection, confirming the previous work [30, 31] on the necessity of textual and historical metrics as well as their combination with structural metrics to achieve better accuracy. This hinders the feasibility of the current Machine-Learning-based approaches.

Our future work includes devising new techniques for handling data balancing as well as understanding whether textual and historical metrics can improve the accuracy of Machine-Learning-based detectors. Furthermore, we aim at assessing the combination of data balancing techniques and ensemble classifiers (i.e., Voting, Stacking, and ASCI [88]) to avoid the issues related to classifier selection.
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